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1. Introduction Forecasts ok(t+1) differ from the true state because
noise is present in (2). Nonetheless, if (2) reasonably

The processes responsible for the evolution and maintejescribes LFV then forecasts using (4) will be good.

nance of atmospheric low-frequency variability (LFV) Also, the statistics ok will be Gaussian an@ will be

have long been of interest in the meteorological commuindependent of, (Penland and Sardeshmukh 1995).
nity. Early efforts suggested barotropic instabilities of

the zonally and meridionally varying basic state areq,;; state variable is defined as

essential to LFV (Simmons et al. 1983). Recent studies,

however, have shown that LFV strongly depends on the Y5

spatial structure of anomalous time-varying external X = e (5)
forcing (Sardeshmukh et al. 1997, Newman et al. 1997).

This study is an attempt to clarify the role one forcing, ) ) )
tropical diabatic heating, has on LFV. Here | refers to streamfunction artd to tropical dia-

batic heating. By modelindd explicitly we can diag-
We consider the evolution of low-frequency eddies as N0se the temporal and spatial features of tropical heating
dx significant for LFV, provided that (2) adequately
o Lx +n 1) describes the evolution of low-frequency anomalies. If
contained streamfunction alone (2) might still describe
the system, but an analysis of the importance of diabatic
heating relative to other processes in LFV (e.g. non-
Many previous investigators have specifiecas a lin-  modal growth) could not be undertaken. We also find
earized version of the governing equations, parameteithat definingx as in (5) produces better streamfunction
izedn (usually settingr = 0 ), and compared numerical forec_asts than ik is defined only in terms of stream-
model results to observations. In contrast our approacfHnction.
is empirical. We use the linear inverse modeling method
(Penland and Sardeshmukh 1995) and try to model (1§ Data and methodology
as

wherex is some state variable suitably filterdd,is a
linear dynamical operator, and represents the com-
bined effects of nonlinearities and external forcingxon

dx We have used 29 years (1969-70 to 1997-98) of DJF
gt - BX*Fs. (2) data in this study. The streamfunction fields are mea-
The operatoB contains all linear dynamics of the sys- sured at 750 and 250 hPa in (5) and have been restricted

tem, including the linearly parameterizable effects of© Just the Northern Hemisphere (NH). The diabatic

synoptic eddy feedbacks and damping. The term i eating field is integrated from surface to tropopause

Gaussian white noise which models processes that car?—nq IS take_n from 308'30N' The stre_amfunc_tlon and d"fi'
not be parameterized linearly in This approximation batic heating are dynamically consistent fields, that is

assumes that nonlinearities act on time scales mucwe large-scale mass and vorticity balances are satisfied,
faster than the low-frequencies of interest in (1). as determined from the generalized baroclinic chi prob-

lem correction to NCEP Reanalysis winds (Sardesh-
Linear inverse modeling determines the dynamical oper{;“:khtet al. 19393' ATlllczaI::hulatl?]ns (\;\:je_tr_e pelrforrlne? ‘t’.V'th
atorB from the observed statisticsfs ata fruncated to _though addilional calcufations
using T21 fields show similar results. All variables have
had the first 3 harmonics of their seasonal cycles

removed and are filtered with a 7-day running mean to

where angle brackets denote a time average. pemar%nphasize low _frequer_ncies. The streamfunction is then
and Magorian (1993) show that if (2) is a good model of Projected onto its leading 25 EOFs (~85% of the run-

the low-frequency eddies, then the best forecast at lea@in9 Mean variance), and the heating onto its first 5
timet is EOFs (~30% of the running mean variance).

B=15n B&(t+ro)xT(t)D3<(t)xT(t)D_15(3)
0 0

X(t+1) = exp(BT)x(t) = G(1)x(1). 4)
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Fic. 1. Local anomaly correlations of week 2 250 hPa FiG. 2. (a) Local anomaly correlations of week 2 LIM fore-
streamfunction forecasts for DJF 1996/7 and 1997/8 from (a)  casts of 250 hPa for all winters. Contour interval is 0.2 and
the MRF_ensemk_Jle mean and (b) the linear inverse model. only contours greater than 0.4 are shown. (b) As in (a) but
Contour interval is 0.2 and only contours greater than 0.4 are with H = 0 for x(t) in (4)
shown. '

Our method and analysis closely follows Penland andnot as great as it is during the two winters for which we
Sardeshmukh (1995). A jack-knifing procedure has bee§an compare with the MRF, but anomaly correlations
used to derive estimates Bf In this procedure we sub- are still greater than 0.4 over most of the hemisphere.
sample our data record by removing one of the available

years, solve foB using atg of 7 days, and then generate ngh skill in LIM forecasts relative to the MRF, as well
forecasts in the independent year for any lead timé  as generally high anomaly correlations in all winters,
the dynamics are truly lined should not depend on the gives us confidence in (2) as a model of low-frequency
lag Ty on which it was trained. Moreover, if the statistics Variability. Regions in which LIM forecasts are poor
of x are stationary, then the normal modesBo$hould ~ may indicate areas where nonlinearities, noise, or vari-
be stable and the only means for growth is through nonables not present in our definitionxolre important.

modal interaction. Both of these criteria are met by our
model. 4. Importance of diabatic heating

3. Validity of the model Figure 2b shows the local anomaly correlations of LIM
forecastsx(t+1) when tropical heating anomalies are

Having obtained estimates Bf we generated forecasts

of x and compared the local anomaly correlations of our Maximum Possible Amplification of Streamfunction

forecasts to several other simple models: climatology, 3 ‘ ‘ ‘ ‘ ‘ ‘ ‘

persistence, and AR-1. In all cases the linear inverse

model (LIM) forecasts yielded correlations significantly 2y

higher than the other models.

A more demanding test of the inverse model, however,
is to compare forecast performance to a state-of-the-art
numerical model. Figure 1 compares the skill of LIM
forecasts and MRF ensemble mean forecasts of 250 hPa
streamfunction at week 2 for two winters. South of 30N
the LIM forecasts produce local anomaly correlations
much higher than the MRF, particularly in the Pacific . ‘ ‘ ‘
where correlations can be greater than 0.8. LIM correla- 0 5 0 15
tions are also higher than the MRF in the North Pacific

a_nd over North Amerlc_a' but MRF correlations are FiG. 3. Solid curve: the maximum amplification curve.
higher than LIM correlations over Europe and central Dashed curve: maximum possible amplification when genera-
Asia. Figure 2a shows the local anomaly correlations of o, of streamfunction by heating is eliminatedGr(t)

our model for all winters. The skill for the full period is

aximum amplification
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FIG. 4. (a) Initial condition ok that maximizes the growth of streamfunction anomalies at week 2. (b)
Structure which the initial condition grows into eleven days later. Top two panels are 750 hPa streamfunc-
tion, middle two are 250 hPa streamfunction, and bottom two are tropical diabatic heating. Contour interval
is arbitrary but the same between the left and right panels. Positive values are indicated by thick lines. Neg-
ative values are shaded.

deep equivalent barotropic low off the Aleutians with

in (4). Clearly model skill is evidence of wave propagation emanating from the cen-

reduced over much of the hemisphere, particularly eastral Pacific is seen in week 2 (Fig. 4b). The tropical heat-
of the dateline, indicating the importance of tropical ing pattern is relatively steady throughout the evolution,
except over Australia. The significance of these struc-
tures for the actual growth of observed anomalies is ver-

heating.

The eigenanalysis of

maximum growth as a function af(Fig. 3) peaks at 18
days. When the generation of streamfunction anomalies
by tropical heating is turned off i& (1) (dashed curve in

G(1) DG(T)

where D is a norm which maximizes the growth of
streamfunction anomalies has been performed. The
eigenanalysis reveals structures which optimally grow at
somet and the amplitude of that growth. A plot of the

(6)

ified in Figure 5. Shown is a scatterplot of the spatial

Fig. 3), streamfunction growth maximizes around 5 days
and no growth is possible beyond 20 days. The maxi-
mum amplification curves thus show the crucial role of
tropical diabatic heating for the growth of anomalies at
week 2 and beyond.

The optimal initial conditions and evolved structures for
maximum growth at week 2 are shown in Figure 4. The
initial condition has little coherent information in the

streamfunction but shows strong heating in the central
Pacific and along the northwest coast of Australia. A

Importance of Optimal Growth at Week 2
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FiG. 5. Scatterplot of the spatial correlation between observations
and the pattern in Fig. 4b versus the spatial correlation of Fig. 4a
and observations eleven days earlier. The strong positive slope
indicates that optimal growth does occur in the system.



a) Initial condition b) Growth structure in week 2
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FIG. 6. As in Fig. 4, but for the second leading eigenstructures of (6).

correlation of observed low-frequency streamfunctionthat the structure and magnitude of tropical diabatic
anomalies with the top two panels of Fig. 4b against theheating perturbations is critical for the long-term (> 10
spatial correlation of Fig. 4a with observations elevenday) evolution of low-frequency circulation anomalies.
days earlier. The high temporal correlation between proindeed, figures 4 and 5 strongly indicate that the princi-
jections on the patterns of Fig. 4 (R=0.79) indicates thapal growth structure in the system is diabatically forced,
this optimal structure is truly important in the develop- though other structures may be less dependent on the
ment of low-frequency anomalies in the real atmo-tropical heating. We thus conclude that tropical diabatic
sphere. Also, the relevance of optimal growth shown inheating is essential to the long-term development and
Fig. 5 is further evidence that (2) is a good model of themaintenance of extratropical Northern Hemisphere win-
anomalous low-frequency circulation. tertime low-frequency variability.
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